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Abstract
Assessing the performance of diagnostic tests for repeated 
binary measurements is very important in clinical trials and 
diagnostic medicine. The gastric-emptying studies [1,2] in-
volve 4-hourly measurements of emptying. Empirical results 
suggest that the gastric emptying results over time are cor-
related and therefore failure to consider the correlation in sta-
tistical measures may not produce satisfactory assessments. 
If these measurements are highly correlated/associated, 
early gastric emptying can be used to predict late gastric 
emptying which offers an opportunity to reduce the number 
of repeats. Although the likelihood ratio has been the most 
widely used statistical measures for assessing the test per-
formance, the choice of the compromise between the likeli-
hood ratio positive and the likelihood ratio negative needs 
investigators’ clinical experience. In this article, we propose 
a correlation statistic to assess the performance of the test 
for repeated binary measurements. The statistical measure 
aims to identify an acceptable balance between sensitivity 
and specificity and produce a unique assessment for the test 
performance by using the estimator of the correlation coef-
ficient based on a correlated bivariate Bernoulli distribution. 
Simulation studies are conducted to compare our proposed 
statistical measure to other measures. The simulated results 
indicate that our proposed statistical measure performs well. 
Using our theoretical approach, we find that the greatest cor-
relation statistic always corresponds to the smallest average 
absolute likelihood ratio and are approximately close to the

greatest Youden’s index. We further analyze a real gastric 
emptying data set and identify a threshold using our pro-
posed statistical measure.
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Introduction
A diagnostic test is an approach used to gather 

clinical information for making a clinical diagnosis. As-
sessment of diagnostic tests, especially the likelihood 
ratios, is very important in clinical trials and diagnostic 
medicine [3-6]. There exist two versions of likelihood 
ratios known as positive likelihood ratio and negative 
likelihood ratio. A positive likelihood ratio is the ratio of 
the probability that an individual with the disease tests 
positive to the probability that an individual without the 
disease tests positive; a negative likelihood ratio is the 
ratio of the probability that an individual with the dis-
ease tests negative to the probability that an individual 
without the disease tests negative. An asymptotic hy-
pothesis test is constructed to compare the positive and 
negative likelihood ratios [7]. The likelihood ratios have 
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emptying result for a subject is abnormal (or normal) at 2 
and 4 hours if the percentage of remaining radioactivity 
is greater than 60% and 10% (or less), respectively. 
Here the gastric emptying results measured at 4 hours 
are used as subjects’ actual results while the gastric 
emptying results measured at 2 hours are used as 
predicted results. The gastric emptying results at 2 
hours and at 4 hours on the same subject are repeated 
measurements over time and then are often correlated 
to each other. 

This motivates us to develop a unique and feasible 
statistical measure that accounts for this correlation 
in the assessment of test performance. Let Y1 and Y2 
be the actual result and predicted result for a subject, 
respectively, where each of the actual and predicted 
results is either positive or negative. For simplicity, 
let 1 and 0 denote a positive result and a negative 
result, respectively. As we’ve known that if one of 

( )1 1 = P  = 1p Y  and ( )2 2 = P  = 1p Y  is 0 or 1, then Y1 and 
Y2 are independent. Here to avoid the degenerate cases, 
we assume from now on that 10 < p  < 1  and 20 < p  <1 . 
The correlation coefficient of Y1 and Y2 is given by

( ) ( )
11 1 2

1 1 2 2

p   = 
1 1
p p

p p p p
ρ −

− −
                                                                                     (1)

Or equivalently,

( ) ( )
11 00 10 01

1 1 2 2

p   = 
1 1

p p p
p p p p

ρ −

− −
                                                                 (2)

Where ( )
1 2 1 1 2 2 P Y ,Yy yp y y= = = , y1, y2 = 0,1 

and p11 – p1p2 is the probability that two independent 
subjects have both true positive and true negative 
and probability that two independent subjects have 
both false positive and false negative. The correlation 
coefficient may then be viewed as a standardized 
difference on a certain range. The following lemma 
shows the range for the correlation coefficient.

LEMMA 1.
(i) ( )( )

( )( ) ( )
( )

( )
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 if and only if p11 

= min {p1, p2}. 

In particular, ρ  = 1 if and only if p11 = p1 = p2. 

(iii) ( )( )
( )( )1 21 2

1 2 1 2

1 1
min ,  

1 1
p pp p

p p p p
ρ

 − − = −  − −  
 if and only if 

p11 = max {0, p1 + p2 -1}. 

In particular, ρ  = -1 if and only if p10 = p1 = 1 - p2.

(iv) ρ  = 0 if and only if Y1 and Y2 are independent. 

Proof. See the Appendix. The results from Lemma 1 
inspire us to consider the following bivariate function

been paid much attention to measures diagnostic tests 
for repeated binary outcomes [1,8-10].

Although the likelihood ratios have their many 
advantages in clinical findings, laboratory tests, 
imaging studies, etc, they have some limitations [11-
16]. Furthermore, identification of an appropriate 
compromise between the likelihood ratio positive 
and the likelihood ratio negative may depend on the 
investigators’ knowledge and experience in clinical 
trials. Youden's index is widely used as a single statistic 
to evaluate different test algorithms [17], but it may not 
perform well when a subject has a low prevalence.

Considering the limitations, we propose a correlation 
statistic based on a bivariate Bernoulli distribution 
to assess the diagnostic tests for repeated binary 
outcomes. A bivariate Bernoulli distribution for binary 
variables was studied [18], but the authors did not 
give an explicit expression of bivariate distribution. 
In contrast with the likelihood ratio positive and the 
likelihood ratio negative, our correlation statistic strikes 
a sort of balance between sensitivity and specificity. It 
is based on the difference between the chance of two 
independent subjects with both true positive and true 
negative and chance of two independent subjects with 
both false positive and false negative. 

This paper is organized as follows. In Section 2, we 
present a new form of bivariate Bernoulli distribution 
with an explicit expression and give the maximum 
likelihood estimators of the parameters. The correlation 
statistics proposed as a measure for the evaluation of 
the test performance in Section 3.

Through the simulated studies in Section 4, we 
demonstrate that the estimators perform well and that 
our proposed statistical measure is advantageous when 
the prevalence is low. The advantage of our statistical 
measure is further demonstrated by analyzing a data 
set on gastric emptying in Section 5. Some discussion 
is given in Section 6. Lemmas and theorems and their 
proofs are provided in the Appendix.

Bivariate Bernoulli Distribution and Parameter 
Estimation 

First, we introduce a motivating example for our 
paper. Delayed gastric emptying results from a variety 
of chemical and functional etiologies. Gastric emptying 
studies are the standard of measuring gastric emptying, 
the protocol has been standardized [19]. Our aim is 
to establish the predictors to assess the possibility of 
decreasing the study time. This study is the retrospective 
chart review study design from Feb 2009 to May 2011. 
There are 600 subjects in our study. Their gastric 
emptying is the percentage of remaining radioactivity 
in the stomach, measured at 0, 1, 2, 3 and 4 hours after 
ingestion.

According to the standard protocol, a gastric 
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parameters are 11 10 11 01
1 2,  N N N NP P

n n

∧ ∧+ +
= =  and 

( )( )( )( )
11 00 10 01

11 10 01 00 11 01 10 00

N N N N
N N N N N N N N

ρ
∧ −

=
+ + + +

, where 11N , 

10N , 01N  and 00N  are the numbers of subjects with true 
positive, false negative, false positive and true negative, 
respectively.

The proof is given in the Appendix.

Correlation Statistic
The repeated binary outcomes are often correlated 

and failure to consider their correlation in statistical 
measures may lead to poor assessments for association 
analysis. Now we see that correlation coefficient 
determines the strength and direction of association 
between two categorical variables.

Let Y1 and Y2 be the actual and predicted results for a 
subject, respectively. Assume that (Y1, Y2) has bivariate 
Bernoulli distribution 1 2 ,  ,( ),BB p p ρ  where p1 = P (Y1-
1), p2 = P (Y2 = 1) and ρ  is the correlation coefficient. 
We discuss correlation coefficient in the following three 
cases. (i). A zero-correlation coefficient implies that P (Y2 
= 1|Y1 = 1) = P (Y2 = 1|Y1 = 0) = P (Y2 = 1), which suggests 
any actual result has no effect on a positive predicted 
result. Also, a zero-correlation coefficient implies that 
P (Y2 = 0|Y1 = 1) = P (Y2 = 0|Y1 = 0) = P (Y2 = 0), which 
suggests any actual result has no effect on a negative 
predicted result. Thus, a zero-correlation coefficient 
implies that the two results are independent. (ii). A 
positive correlation coefficient implies that P (Y2 = 1|Y1 = 
1) = P (Y2 = 1|Y1 = 1) > P (Y2 = 1) and P (Y2 = 0|Y1 = 0) > P (Y2 
= 0), which suggests the actual result has an increased 
effect on the predicted result when the two results is 
the same. Also, a positive correlation coefficient implies 
that P (Y2 = 1|Y1 = 0) < P (Y2 = 1) and P (Y2 = 0|Y1 = 1) < P (Y2 
= 0), which suggests the actual result has an decreased 
effect on the predicted result when the two results is 
different. Thus, a positive correlation coefficient implies 
that the two results are positively associated. (iii). A 
negative correlation coefficient implies that P (Y2 = 1|Y1 
= 1) < P (Y2 = 1) and P (Y2 = 0|Y1 = 0) < P (Y2 = 0), which 
suggests the actual result has an decreased effect on 
the predicted result when the two results is the same. 
Also, a negative correlation coefficient implies that P (Y2 
= 1|Y1 = 0) > P (Y2 = 1) and P (Y2 = 0|Y1 = 1) > P (Y2 = 0), 
which suggests the actual result has an increased effect 
on the predicted result when the two results is different. 
Thus, a negative correlation coefficient implies that 
the two results are negatively associated. Therefore, 
the correlation coefficient provides the direction of 
association between the actual and predicted results.

However, for a nonzero correlation coefficient, 
whether the correlation coefficient is positive or 
negative, its absolute value measures the strength 
of the association between the actual and predicted 

( ) ( ) ( ) ( ) ( ) ( )1 2 1 21 2
1 1

1 2 1 2 1 1 2 2 1 1 2 2, , , ,  p 1 1 + 1 1 1y y y yy yp y y p p p p p p p p pρ ρ− − += − − − − − , (3)

Where y1, y2 = 0, 1, p1, p2 and ρ  are defined as above. 
To make this bivariate function to become a probability 
distribution and use it statistical inference, we need to 
show the following theorem holds true.

Theorem 1
This bivariate function given in equation (3) is a well-

defined and identifiable probability distribution.

The proof is given in the Appendix. Any two correlated 
categorical variables may be assumed to have the 
bivariate probability distribution with the parameters 
p1, p2 and ρ , which are the marginal probabilities of 
the variables and their correlation coefficient. Such 
distribution may be viewed as a generalization of 
the well-known univariate  Bernoulli distribution  to 
2-dimension and we call it as a bivariate Bernoulli 
distribution denoted by (Y1,Y2)~BB (p1, p2, ρ ).

Now we present the maximum likelihood estimators 
of the parameters p1, p2 and ρ . Let (yi1, yi2), i = 1, …, n, 
be the sample from the bivariate Bernoulli distribution 
BB (p1, p2, ρ ). The likelihood function is given by

( )

( )( ) ( )( ) ( )( ) ( )( )11 10 01 00

1 2 1 2
1

1 2 1 2 1 2 1 2

 , , ,  

      = 1,1, , , 1,0, , , 0,1, , , 0,0, , ,

n

i i
i

N N N N

L p y y p p

p p p p p p p p p p p p

ρ

ρ ρ ρ ρ

=

= ∏ , (4)

Where N11, N10, N01 and N00 are the numbers of 
subjects with true positive, false negative, false positive 
and true negative, respectively. The standard maximum 
likelihood methods often involve optimization of 
the log-likelihood function. The optimization is reached 
by taking the  derivative  of the  log-likelihood function 
with respect to parameters. The Newton-Raphson 
iteration is frequently used to find the maximum 
likelihood estimators. However, this iteration finds an 
approximation to the maximum likelihood estimators. 
More importantly, it is difficult to show this iteration 
converges and lead to time-consuming computation. 
All these motivate us to find an explicit and closed-form 
expression for the maximum likelihood estimators. Now 
we use the following lemma to derive the maximum 
likelihood estimators.

LEMMA 2
 Suppose that k is a positive integer and for t = 1, .., 

k, jt is a nonnegative integer such that 
1

 nk
tt

j
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( ){ }1 1
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θ θ θ θ

=
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The proof is given in the Appendix. From this lemma, 
we can derive the following theorem.

Theorem 2
The maximum likelihood estimators of the 
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which is shown from simulation studies in Section 4.

Simulation Studies
To evaluate the performance of the proposed 1P

∧

, 

2P
∧

 and P
∧

, we conduct a moderate scale simulation 
experiment. We generate n = 60, 120, 150 observations 
from the bivariate Bernoulli distribution:

( ) ( ) ( ) ( ) ( )1 2 1 21 2

1 2

1 1
1 1 2 2 1 1 2 2 1 2 P 1 P 1 1  P 1 1 ,  y ,  0,1.y y y yy y

y yP p p p P p yρ− − += − − + − − − =

We consider the following four scenarios: (a) p1 = 
0.2, p2 = 0.4, ρ  = 0.3. (b) p1 = 0.6, p2 = 0.8, ρ  = 0.5. 
(c) p1 = 0.2, p2 = 0.4, ρ  = -0.3. (d) p1 = 0.6, p2 = 0.8, 
ρ  = -0.2. We generate 1000 data sets in each of the 
configurations. The simulation results on the simulated 
means, standard errors and mean squared errors are 
summarized in Table 1.

To compare the performance between our proposed 
statistical measure and the likelihood ratio, we conduct 
a moderate scale simulation experiment. We generate 
n = 300 in (a) and 600 in (b) observations from the 
bivariate normal distribution:

( ) ( )
( ) ( )( ) ( )2 2

1 1 1 1 2 2 2 2
1 2 2 222

1 1 2 21 2

21 1f ,   exp
2 12 1

y r y y y
y y

rr

µ µ µ µ
σ σ σ σπσ σ

  − − − − = − − +   −−    
.

We consider the following two scenarios: (a) 1µ  = 
8, 2µ  = 8, 1σ  = 3, 1σ  = 3, r = 0.8. (b) 1µ  = 30, 2µ  = 
30, 1σ  = 6, 1σ  = 6, r = 0.9. For each of (a) and (b), we 
classify Y1 and Y2 into abnormal or normal results based 
on the threshold, that is, Y1 (or Y2) is abnormal if it is 
less than or equal to the threshold and otherwise, it is 
normal. Also, we treat Y1 as the predictor and treat Y2 as 
actual status. We generate 1000 data sets in each of the 
configurations. For each simulation run, the thresholds 
for Y1are the quantiles which correspond to the 
probabilities 10%, 20%, ..., 90%, respectively while the 
thresholds for Y2 are the quantiles which correspond to 
the probabilities 30% and 60%, respectively. We use our 
proposed method to identify the appropriate threshold 
which leads a good predictor. The simulation results on 
the sensitivity and specificity (SENS and SPEC), likelihood 

results. The greater the absolute value of the correlation 
coefficient is, the stronger the association between 
the actual and predicted results becomes. Thus, the 
correlation coefficient provides the strength and 
direction of association between categorical variables.

Since the correlation coefficient is unknown, we use 
its maximum likelihood estimator

( )( )( )( )
11 00 10 01

11 10 01 00 11 01 10 00

N N N NCS
N N N N N N N N

−
=

+ + + +
,      (6)

as a statistical measure for the performance of 
the diagnostic test and call it as correlation statistic. 
Such measure may have a potential to evaluate the 
association between correlated binary variables.

Compared with other measures such as likelihood 
ratio positive, likelihood ratio negative, average 
absolute likelihood ratio and Youden’s index, our CS 
shows advantages for assessing the test performance. 
As we know, the CS is a statistical measure for estimating 
correlation between the actual result and predicted 
result from a general bivariate Bernoulli model. 
Therefore, the CS has potential to provide a direct 
evaluation of association between true and predicted 
results. However, other measures depend on sensitivity 
and specificity, which is an indirect evaluation of 
association between true and predicted results. These 
may lead to a conclusion that the CS would achieve 
better prediction of true result than other measures, 

Table 1: Simulated means, standard errors (SE) and mean 
squared errors (MSE).

Scenario n Parameter MLE SE MSE
(a) 60 p1 = 0.2 0.207 0.052 0.003

    p2 = 0.4 0.403 0.064 0.004

    ρ = 0.3 0.291 0.124 0.016

  120 p1 = 0.2 0.202 0.037 0.001

    p2 = 0.4 0.399 0.044 0.002

    ρ = 0.3 0.301 0.084 0.007

  180 p1 = 0.2 0.201 0.031 0.001

    p2 = 0.4 0.401 0.036 0.001

    ρ = 0.3 0.298 0.071 0.005

(b) 60 p1 = 0.6 0.603 0.062 0.004

    p2 = 0.4 0.399 0.063 0.004

    ρ = 0.6 0.599 0.093 0.009

  120 p1 = 0.6 0.601 0.044 0.002

    p2 = 0.4 0.402 0.047 0.002

    ρ = 0.6 0.593 0.064 0.004

  180 p1 = 0.6 0.6 0.038 0.001

    p2 = 0.4 0.402 0.036 0.001

    ρ = 0.6 0.593 0.049 0.002

(c) 60 p1 = 0.2 0.202 0.049 0.002

    p2 = 0.8 0.802 0.048 0.002

    ρ = -0.8 0.762 0.113 0.014

  120 p1 = 0.2 0.199 0.037 0.001

    p2 = 0.8 0.801 0.036 0.001

    ρ = -0.8 -0.787 0.069 0.005

  180 p1 = 0.2 0.201 0.031 0.001

    p2 = 0.8 0.799 0.029 0.001

    ρ = -0.8 -0.798 0.053 0.003

(d) 60 p1 = 0.6 0.603 0.06 0.004

    p2 = 0.2 0.207 0.055 0.003

    ρ = -0.5 -0.489 0.112 0.012

  120 p1 = 0.6 0.6 0.045 0.002

    p2 = 0.2 0.204 0.035 0.001

    ρ = -0.5 -0.493 0.072 0.005

  180 p1 = 0.6 0.6 0.039 0.001

    p2 = 0.2 0.201 0.029 0.001

    ρ = -0.5 -0.495 0.057 0.003
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Table 2: Various measures in a simulated study to identify the appropriate threshold where the best value for each measure is 
boldfaced.

Scenario n THRES 1 THRES 2 SENS SPEC LRP LRN AALR YOUDEN CS
(a) 300 6.43 4.16 0.767 0.905 Inf 0.258 Inf 0.673 0.441

5.48 0.825 0.799 4.408 0.219 4.46 0.624 0.540

6.43 0.873 0.703 3.030 0.181 3.842 0.577 0.576
7.24 0.913 0.616 2.411 0.142 4.47 0.529 0.566

8.00 0.942 0.544 2.083 0.106 Inf 0.486 0.531

8.76 0.965 0.478 1.857 0.073 Inf 0.443 0.473

9.57 0.982 0.424 1.711 0.042 Inf 0.406 0.406

10.52 0.993 0.374 1.591 0.018 Inf 0.367 0.321

11.84 0.998 0.332 1.498 0.005 Inf 0.331 0.216

8.76 4.16 0.443 0.995 Inf 0.560 Inf 0.438 0.267

5.48 0.494 0.977 Inf 0.518 Inf 0.471 0.385

6.43 0.554 0.954 Inf 0.468 Inf 0.507 0.474

7.24 0.616 0.921 8.622 0.417 6.145 0.537 0.536

8.00 0.682 0.882 6.169 0.36 4.499 0.565 0.576

8.76 0.753 0.837 4.751 0.295 3.988 0.590 0.590
9.57 0.823 0.782 3.838 0.226 4.426 0.605 0.566

10.52 0.895 0.723 3.267 0.146 Inf 0.618 0.504

11.84 0.959 0.663 2.865 0.063 Inf 0.621 0.38

600 6.43 4.16 0.767 0.906 Inf 0.258 Inf 0.673 0.440

5.48 0.825 0.801 4.286 0.219 4.354 0.626 0.547

6.43 0.873 0.705 3.000 0.180 3.796 0.578 0.578
7.24 0.911 0.619 2.409 0.144 4.321 0.530 0.566

8.00 0.942 0.544 2.074 0.106 6.052 0.486 0.530

8.76 0.966 0.478 1.856 0.071 Inf 0.444 0.474

9.57 0.982 0.420 1.697 0.043 Inf 0.402 0.402

10.52 0.993 0.373 1.585 0.019 Inf 0.366 0.32

11.84 0.998 0.334 1.500 0.005 Inf 0.332 0.217

8.76 4.16 0.444 0.994 Inf 0.559 Inf 0.439 0.268

5.48 0.495 0.978 Inf 0.516 Inf 0.474 0.387

6.43 0.552 0.954 13.649 0.470 10.197 0.506 0.473

7.24 0.614 0.923 8.389 0.419 5.993 0.537 0.537

8.00 0.680 0.882 5.911 0.363 4.345 0.562 0.574

8.76 0.754 0.834 4.602 0.295 3.903 0.588 0.587
9.57 0.824 0.782 3.812 0.225 4.332 0.606 0.567

10.52 0.895 0.723 3.255 0.145 6.675 0.619 0.505

11.84 0.959 0.662 2.848 0.061 Inf 0.621 0.380

(b) 300 26.85 22.31 0.776 0.979 Inf 0.229 Inf 0.755 0.495

24.95 0.85 0.900 Inf 0.167 Inf 0.750 0.654

26.85 0.911 0.792 4.58 0.113 5.991 0.702 0.702
28.48 0.954 0.677 3.014 0.069 8.579 0.631 0.675

30.00 0.979 0.579 2.346 0.037 Inf 0.558 0.609

31.52 0.992 0.495 1.976 0.015 Inf 0.488 0.521

33.15 0.998 0.429 1.754 0.005 Inf 0.427 0.426

35.05 1.000 0.374 1.602 0.000 Inf 0.374 0.327

37.69 1.000 0.331 1.498 0.000 Inf 0.331 0.217

31.52 22.31 0.444 1.000 Inf 0.556 Inf 0.444 0.271

24.95 0.498 0.998 Inf 0.503 Inf 0.496 0.404
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each case. Also, the greatest LRP or smallest LRN does 
not achieve an acceptable balance between sensitivity 
and specificity in many cases. It still remains challenge 
to compromise between the likelihood ratio positive 
and the likelihood ratio negative for balance between 
sensitivity and specificity. One disadvantage of the 
likelihood ratio positive is that its value may be infinity 
in some extreme cases. Although the smallest AALR 
corresponds to the greatest CS, surprisingly, the average 
absolute likelihood ratio, which is conceptually an 
average of likelihood ratios over a population/sample, 
is also able to identify the correct threshold, if we are 
willing to use it in a counterintuitive way: The smaller 
the measure, the better the test.

Application to Gastric Emptying Data
Gastric emptying study is the standard of measuring 

gastric emptying and the aim of this study is to establish 
the predictors and to assess the possibility of shortening 
the study time [2,19,20].

In our data analysis, we consider the gastric 
emptying at 2 hours as predictor and the gastric 
emptying at 4 hours as actual status. Although the 
gastric emptying results at 2 hours and at 4 hours 
are count variables, we classify them based on the 
thresholds. The gastric emptying results at 4 hours is 
defined as abnormal if the percentage of remaining 
radioactivity is greater than 10% and otherwise it is 

ratio positive and likelihood ratio negative (LRP and 
LRN), average absolute likelihood ratio (AALR), Youden’s 
index (YOUDEN), correlation statistic (CS) and assigned 
threshold values (THRES 1 and THRES 2) are summarized 
in Table 2. In the table, an entry is the average over 
1000 simulations for the corresponding measure. For 
the CS, YOUDEN and LRP, the greater the measure 
becomes, the better the test is. But for the measures 
LRN and AALR, the smaller the measure becomes, the 
better the test is. From Table 2, we can see that in all 
the simulated cases, the CS is able to identify the correct 
threshold. Also, the CS may draw an acceptable balance 
between sensitivity and specificity. The greatest CS 
approximately corresponds to the greatest sensitivity 
(or specificity) given that specificity (or sensitivity) is 
greater than or equal to around 0.8. The well-known 
YOUDEN which is defined as SENS + SPEC-1, is often 
used to identify the threshold. However, it does not 
perform well to make prediction especially for the cases 
(Scenario (a), n (300), THRES 1 (8.76)) and (Scenario 
(a), n (600), THRES 1 (8.76)). It should be noted that 
the greatest YOUDEN does not achieve a good balance 
between sensitivity and specificity. For example, for 
the case (Scenario (a), n (300), THRES 1 (8.76)), the 
greatest YOUDEN approximately corresponds to a 
relatively low specificity (0.663). If we use likelihood 
ratio positive or likelihood ratio negative to identify 
the threshold individually, it misses the correct value in 

26.85 0.568 0.990 Inf 0.436 Inf 0.558 0.521

28.48 0.648 0.971 Inf 0.362 Inf 0.619 0.618

30.00 0.736 0.936 13.001 0.282 8.323 0.672 0.686

31.52 0.827 0.885 7.557 0.196 6.220 0.712 0.712
33.15 0.906 0.817 5.067 0.115 8.423 0.723 0.676

35.05 0.966 0.741 3.777 0.046 Inf 0.707 0.577

37.69 0.995 0.667 3.009 0.007 Inf 0.662 0.404

600 26.85 22.31 0.776 0.978 Inf 0.230 Inf 0.754 0.493

24.95 0.851 0.900 9.283 0.166 8.643 0.751 0.656

26.85 0.911 0.792 4.484 0.112 5.877 0.703 0.703
28.48 0.953 0.680 3.01 0.069 7.993 0.633 0 .677

30.00 0.979 0.579 2.334 0.036 18.319 0.558 0.608

31.52 0.993 0.495 1.971 0.015 Inf 0.487 0.521

33.15 0.998 0.426 1.742 0.004 Inf 0.424 0.424

35.05 1.000 0.374 1.599 0.001 Inf 0.374 0.327

37.69 1.000 0.333 1.501 0.000 Inf 0.333 0.217

31.52 22.31 0.445 1.000 Inf 0.556 Inf 0.444 0.271

24.95 0.500 0.998 Inf 0.501 Inf 0.498 0.406

26.85 0.568 0.990 Inf 0.437 Inf 0.558 0.522

28.48 0.647 0.971 Inf 0.364 Inf 0.618 0.618

30.00 0.734 0.936 12.069 0.284 7.818 0.670 0.684

31.52 0.828 0.884 7.285 0.195 6.061 0.712 0.711
33.15 0.907 0.817 5.011 0.114 8.058 0.724 0.677

35.05 0.966 0.741 3.750 0.046 Inf 0.707 0.577

37.69 0.995 0.666 2.992 0.007 Inf 0.661 0.405
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balance between sensitivity and specificity.

We should also point out that the bivariate Bernoulli 
distribution for correlated binary variables focuses on 
construction of statistical measure for test performance, 
but it is important to explore the applicability of our 
proposed bivariate Bernoulli distribution in bivariate 
interobsrver agreement since the correlation coefficient 
can be used to indicate the direction and strength of 
the difference between the chance of two uncorrelated 
individuals with both true positive and negative rates 
and the chance of the two individuals with false positive 
and negative rates. It can be used as alternative to 
average absolute likelihood ratio (AALR) and Youden’s 
index when they are not applicable. In addition, 
we can explore the applicability of our proposed 
bivariate Bernoulli distribution in the other literature 
such as logistic regression for two binary outcomes, 
repeated measurements, etc., and extend the bivariate 
distribution to higher-dimension.
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Appendix

Proof of Lemma 1.
(i). Since the correlation coefficient is given by
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In particular, it is evident that ρ  = 1 holds if p11 = p1 = p2. Conversely, if  ρ  = 1 holds, then

 11 1 2p  p p= +  
( ) ( )1 1 2 21 1p p p p− −

,

Which implies that 1 2p p  +  ( ) ( )1 1 2 21 1p p p p− −  ≤  min { }1 2,p p , i.e.,
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This is equivalent to p2 ≤ p1 and p1 ≤ p2, which imply that p11 = p1 = p2.

(iii). It is evident that  
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In particular, it is evident that ρ  = -1 holds if P10 = P1 = 1 – P2.

Conversely, if  ρ  = -1 holds, then 

( ) ( )11 1 2 1 1 2 2 1 1p p p p p p p= − − −

Note that p11 ≥ p1 + p2-1, it follows that 

( ) ( )1 1 2 21 1p p p p− −   { }1 2 1 2 1 2min   1,  p p p p p p≤ − − + ,

or equivalently, p1 + p2 = 1. 

This in turn implies that p11 = 0 holds and therefore p10 = P1 – P11 = p1 = 1 – p2 holds.

(iv) If Y1 and Y2 are independent, then it is easy to see  ρ  = 0. Otherwise, if  ρ  = 0, then p11 = p1p2. 

Therefore, p10 = P1 – P11 = P1 (1-P2), P01 = P2 – P11 = (1-P1) P2   and
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P00 = P1 – P11 = P1 (1-P2), P01 = P2 – P11 = (1-P1) P2

And P00 = 1 – P11 – P10 – P01 = (1-P1) (1-P2),  which imply that Y1 and Y2 are independent.

Proof of Lemma 2
We show this lemma by mathematical induction.

(i). Let  ( ) ( )1 vug α α α= − , where  0 <  < 1, u  0,v  0, u + v  0.α ≥ ≥ ≠  It can easily be shown that 
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Therefore, the formula is valid when k = 1. 

(ii). Assuming the formula is true for k = m-1, i.e., 
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Combining the two results above and the assumption in (ii), we have
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1

11 1

1  1

m
m ttt tt

t

n jmn j jm mm
tj t t

t t
tt t

jj
n n

θ θ
=

=

−
−

=

== =

∑∑         − ≤ −             

∑∑∏ ∏ ,

Or equivalently, 

( )
1

1max
1

1
11 1

,..., 1 1

m
m ttt tt

t

n jmn j jm mm
tj t t

m m t t
tt t

jj
n n

θ θ θ θ
=

=

−
−

=

== =

∑∑         ∈Θ − = −             

∑∑∏ ∏

Which means the formula is valid when k + m. Combining the results of parts (i) and (ii), we conclude by 
mathematical induction that the formula is valid for all positive integers.

Proof of Theorem 1
The function P (y1, y2, p1, p2, ρ ) can specifically be written as

( ) ( ) ( )1 2 1 2 1 1 2 21,1, , ,   P P    P 1 1P P P p P pρ ρ= + − −

( ) ( ) ( ) ( )1 2 1 2 1 1 2 21,0, , ,   P 1 P -  P 1 1P P P p P pρ ρ= − − −

( ) ( ) ( ) ( )1 2 1 2 1 1 2 20,1, , ,   1 P P -  P 1 1P P P p P pρ ρ= − − −

( ) ( )( ) ( ) ( )1 2 1 2 1 1 2 20,0, , ,   1 P 1 P +  P 1 1P P P p P pρ ρ= − − − −
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According to Lemma 1, it is easily seen that P (y1, y2, p1, p2, ρ )  0≥  for all y1 and y2 and 

( ) ( ) ( ) ( )1 2 1 2 1 2 1 21,1, , ,  1,0, , ,  0,1, , ,  0,0, , ,    1P P P P P P P P P P P Pρ ρ ρ ρ+ + + = , which implies that the 
distribution P (y1, y2, p1, p2, ρ ) is a probability distribution. 

Now we show the probability distribution P (y1, y2, p1, p2, ρ ) is also identifiable. Suppose that 

( ) ( )1 2 1 2 1 2 1 2 1 2, , , ,  , , , ,  , 0,1, 0,1p y y p p p y y p p y yρ ρ= = = 

Which implies that

( ) ( ) ( ) ( )1 2 1 1 2 2 1 2 1 1 2 2  1 1      1 1p p p p p p p p p p p pρ ρ+ − − = + − −      ,

( ) ( ) ( ) ( ) ( ) ( )1 2 1 1 2 2 1 2 1 1 2 21   1 1   1   1 1p p p p p p p p p p p pρ ρ− − − − = − − − −      ,

( ) ( ) ( ) ( ) ( ) ( )1 2 1 1 2 2 1 2 1 1 2 21   1 1   1    1 1p p p p p p p p p p p pρ ρ− − − − = − − − −      ,

( )( ) ( ) ( ) ( )( ) ( ) ( )1 2 1 1 2 2 1 2 1 1 2 21 1   1 1   1 1    1 1p p p p p p p p p p p pρ ρ− − + − − = − − + − −      .

The sum of the first two equations leads to 1 1p p=   and the sum of the first and third equations leads to 2p  = 
2p , Which in turn implies that   ρ ρ=  . Thus, the probability distribution is identifiable.

Proof of Theorem 2
It is easily seen that 

( )( ) ( )( ) ( )( ) ( )( )11 10 01 00

1 2 1 2 1 2 1 2  1,1, , ,  1,0, , ,  0,1, , ,  0,0, , ,  
N N N N

L P P P P P P P P P P P Pρ ρ ρ ρ= ,

Where N11, N10, N01 and N00 are the numbers of subjects with true positive, false negative, false positive and true 
negative, respectively. 

Lemma 2 shows the function ( )( ) 1

11
1

k
tt

t
n jk kj

t ttt
θ θ =

−

==

∑
− ∑∏  reaches the maximum at  , 1,..., .t

t
j t k
n

θ = = . 

Thus, the maximum likelihood estimators of p, q and ρ  should satisfy the following equations

( ) ( ) 11
1 2 1 1 2 2ˆˆ ˆ ˆ ˆ ˆ ˆ1 1   np p p p p p

n
ρ+ − − = ,

( ) ( ) ( ) 10
1 2 1 1 2 2ˆ ˆ ˆ ˆ ˆ ˆ1 1 1   np p p p p p

n
ρ− − − − = ,

( ) ( ) ( ) 01
1 2 1 1 2 2ˆ ˆ ˆ ˆ ˆ ˆ1 1 1   np p p p p p

n
ρ− − − − = .

Direct calculus can give the proposed maximum likelihood estimators.
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